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Today's Topic

@ Computer-assisted language learning (CALL)

@ Goals:
@ provide comprehensible foreign-language material in spoken
and written form
@ help students understand the material
@ provide exercises and tests

@ What we ignore in this class:

o Diagnosis and Assistance of verbally handicapped people
@ Development of advanced writing skills
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Motivation

@ Language teaching is much work!

@ 60 to 100 hours for an adult to function minimally in a foreign
language
@ CALL is a good alternative, when teachers are

@ too far away
@ too expensive
o inconvenient due to scheduling difficulties
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Application Sectors

@ Academic (Schools, Universities)
@ Industrial (“Business English”)

o Self-study (“Edutainment”)
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Second Language Learning (1)

Coverterm for learning a foreign language either in class (“learning”) or in
a natural environment ( “acquisition”).

@ Krashen (1989): Adults comprehend more initally
@ Use of non-linguistic cues
o Inference based on world-knowledge

@ De Keyser (2000):

@ Adults need to learn grammar rules explicitly
@ Children perform better in abstracting away from the input and

inferencing the rules (good adult learners also have good inferencing
abilities)

Sséhn (WS 2007,/08) Introduction to Computational Linguistics October 31st, 2007 5/21



I ——
Second Language Learning (2)

What is important:
@ holding the attention of learners
@ encouraging repetition
@ aiming for varied practical excercise

Less agreement is on the
@ value of formal grammatical tutoring
@ value of correcting errors

@ time at which to encourage speaking
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History of CALL (1)

@ Computer-aided language learning began in the 60ies

@ 70ies/80ies: applications on PCs which where didactically quite
backward

@ 90ies to present: development of multi-media results in more and
more CALL applications
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History of CALL (2)

“Although CALL employs the computer to assist in language teaching and
in language self-study, it primarily uses non-language technology.”
The basic technologies used:

@ database technology
o digital audio/video
@ hypertext

@ network communication

See also:
http://www.eurocall-languages.org/resources/history_of_call.pdf
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NLP and CALL

@ “Linguistics has not been able to encode the complexity of natural

language..."

@ However, there is need for NLP (syntax, morphology, intelligent
tutoring schemes)

@ The following techniques are useful for CALL

9

¢ & ¢ ¢

concordancing

text alignment

speech recognition and synthesis
morphological processing (lemmatization)
syntactic processing (parsing)

@ CALL systems that use NLP techniques are named iCALL systems
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Corpora

@ ‘unmediated’ language resource

@ useful for teachers and very advanced learners

@ supplemented with concordancing and lemmatization

@ bilingual corpora

o
o
CJ

convenient translation

comparison

pragmatic equivalence as opposed to formal linguistic equivalence
illustrated in bilingual dictionaries

text alignment
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Morphology

@ For example, GLOSSER (see below) shows:
@ lemmatization of inflected form
@ information on grammatical significance
@ dictionary entry
@ examples of the word from corpora

@ enables the learner to read more
@ makes texts more accessible

@ not included: multi-word lexemes; disambiguation
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Syntax

@ applications doing language generation walk learners through the rules
for sentence construction

@ parsers can give an idea of syntactic structure
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Error Recognition and Diagnosis (1)

@ Allen (1996/97): learners should not be corrected on every minor error

@ normal grammar checkers fail to spot problems

@ problems for current technology:

@ parsing return multiple analysis (ambiguity)
@ when an error is found, it is beyond the bounds of standard NLP to
classify it
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Error Recognition and Diagnosis (2)

Still, there is hope...

@ The input that is required by the learner is short and thus not
ambiguous (multiple-choice, single-word input,...)

@ Errors are predictable

@ mal-rules which cover errors
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Architecture of an iCall System

learner model

finished exercises
mistake history
learning habits

user interface

coordinating

X

tutor module
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didactic model

curriculum
coll. of exercises
feedback schemes

language component

analysis component (parser)
lexicon & grammar
mal-rules
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Some Applications

Difference Tools vs. Tutorial Systems

@ Glosser-Rug (tool)
http://www.let.rug.nl/~nerbonne/papers/gloss-web/
@ ALICE-chan (text-based tutor)

@ Herr Kommissar (dialogue-based tutor)
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Some Applications: Glosser

Netscape: Glosser-WeRB
File Edit Yiew Go Communicator

Help
53t s @
YJ § "~ Bookmarks A Locafion: fhtep://edur.let. rug.nl/~glosser /Glaseer/ 7
-
Home | Help | Morphalogy | Dictionary | Examples Analysis:
T o o o0 | o e of H naitre+IndI+PL+P2+Finy
N naitre 5 60 0.1
Le chéne et le roseaul E gebore[nrtusordtéﬁ ]:> tor
: wereld komen 0.2 fig.
Le chéne un jour dit au roseau; ontstaan == geboren
"“ous avez bien sujet d'accuser |a nature; worden, opkomen 1.2 faire
Un roitelet pour vous est un pesant fardeau, G ﬁr{dustne R
Le moindre vent qui d ayenture industrie oprichten 1.2 e
Fait rider \.? face de Ieay . jour commence & ~ de dag
ous oblige a baisser |a téte: EiSukt aan b L i paieeabt
Cependant que mon front, au Caucase pareil,

bij de geboorte .1 innocent

Non content d'arréter les rayons du soleil, comme LR enfant gui vient

Brave l'effort de la tempéte.

Tout wous est aguilon, tout me semble zéphyr. 2
Encor si vous naissiez a I'sbri du feuillage ks
Dant ja couvrs |e voisinage, .. absent tout entre, A
Vous n'auriez pas tant a souffrir: tout se méle : Les livres J
Je vous defendrais de l'orage. sur Evrard fondent:
Mais vous naissez |e plus souvent comme la gréle Qui,
Sur les humides bords des royaumes du vent, dans un grand jardin, &
La nature envers vous me semble bien injuste. coups impetueux, Abat
Votre compassion, lui répondit 'arbusts, I'honneur naissant des i
Part d'un bon natun_a\l, mais quittez cJE SDL:EI\‘ 7l r_ﬁw‘“—’
[ [ | 22 2|
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Some Applications: Glosser

Text
Word [ Morphological Lexeme+POs
Analysis
Dictionary
Lexeme Lexeme+Tags+PoS Entry

Corpora Fxample _ Display

e
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Some Applications: ALICE-chan

Modular system (extensible, adaptable to other languages)

(4

(4

For 1st and 2nd year Japanese learners

NLP hidden from users

(]

Graphical user interface (GUI)
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Some Applications: ALICE-chan (cont'd)

NLP in ALICE-chan:
@ Character-independent processing

NLP lexicon

©

Morphological analysis and Segmentation

Analysis of syntactic structure (parsing, mapping, disambiguation)

(4

@ Grammar: LFG with Lisp functions; coverage: 1st—2nd year

Error detection (mal-rules for parsing errorful structures)
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Some Applications: Herr Kommissar

Herr Kommissar (Mr. Inspector)
@ role playing detective game
@ dialogue-based tutorial system for intermediate German

@ extralinguistic, goal-oriented setting

NLP in Herr Kommissar:
@ Lexical identification (NLP lexicon)
@ Syntactic analysis (agreement, declension types, tense,...)

@ Semantic interpretation (incl. selectional restrictions) which is tested
against a knowledge representation schema

@ Response Formulation
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